Recurrent extensions of real

In this paper we obtain necessary and sufficient conditions
for the existence of recurrent extensions of real self-similar
Markov processes. In doing so, we solve an old problem
originally posed by Lamperti for positive self-similar Markov
processes. We generalize Rivero’s and Fitzsimmons re-
sults [3, 6, 7] to the real-valued case. Our main result en-
sures that a real self-similar Markov process with a finite
hitting time of the point zero has a recurrent extension that
leaves 0 continuously if and only if the MAP associated, via
Lamperti transformation, satisfies the Cramér’s condition.

Based on a joint work [5] with J.C. Pardo, CIMAT and
Victor Rivero, CIMAT.

1.1 Real self-similar Markov processes

A real self-similar Markov process (rssMp for short) with
self-similarity index o > 0 is a standard Markov process
X = (Xt);=( with probability laws P = (Py),er Which satis-
fies the following scaling property: for all ¢ > 0,
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Let T}, be the first hitting time of zero for X, i.e.,
Ty = inf{t > 0: Xy = 0}.

Assumption. The state 0 is recurrent, regular for itself and
will be considered as a cemetery point.

A standard process X is called a recurrent extension of
(X,P) if X behaves as (X,P) until T; and the state zero
IS a regular and recurrent state for (X, P).

1.2 Markov additive processes

Let £ be a finite state space and (G;);>o a standard filtra-
tion. A cadlag process (£,J) in R x E with law P is called
Markov additive process (MAP for short) with respect to
(Gt)i=0 If (J(t))¢=0 is @ continuous time Markov chain in E,
and the following property is satisfied, forany : e E, s,t > 0:

given {J(t) =i}, the pair (£(t + s) — &(t), J(t + s))
IS Independent of G;, and has the same distribution

as (£(s) — £(0), J(s)) given {.J(0) = 4}.

We use the following notation:

P.i(-) = P(IE(0) = 2, J(0) = 1),

With the convention: IP)Z' = PO,?J-

zeR,1e L.

A characterization of a MAP is as follows: The pair (&, J)
iIs a MAP if and only if, for each 7,5 € E, there exist a se-
quence of iid Lévy processes (£),>0, an a sequence of
iid random variables (Ufj)@o iIndependent of the chain J,
such that oy = 0 and (oy,),,>0 are the jump times of J, and
the process ¢ has the following representation:

§) = Lm0y o+ Ulo, ) s(0,) T €0, (E = 0n);
forte|op,0n11), n = 0.

Assumption. J is an irreducible Markov chain with equili-
brium distribution .

Let @ = (q; )i jer b€ the rate matrix of the chain J. For
each i € E, let ¢; be the Laplace exponent of the Levy pro-
cess &;. Let G be the matrix with entries G;;(z) = E[e*Vy]
(with the convention that U;; = 0 if ¢;; = 0, ¢ # j, and also
set U;; = 0 for each ¢ € E). Then, the matrix-valued function
F' given by

F(z) = diag(¢1(2), ..., ¥n(2)) + Q0 G(2),

for all z € C where the elements on the right are defined
and o indicates the Hadamard multiplication, satisfies

Eo,z[ezg(t); J(t) = j] = (eF2))

for all z € C where one side of the equality is defined. The
matrix F'is called the matrix exponent of the MAP £.

1, 1€ b,

ij’

The matrix F(z) has a real simple eigenvalue x(z), which
IS smooth and convex on its domain and larger than the
real part of all its other eigenvalues. Furthermore, the co-
rresponding right-eigenvector v(z) may be chosen so that
v;(z) > 0 for every ¢ € £, and normalised as 7wv(z) = 1. This
allow us to construct the Wald martingale:

M(t,~) = 7 (1) —r()t VI (V) |
v 10y (V)

t>0,
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for some ~ such that the right-nand side is defined. M (-, )
IS a unit-mean martingale with respect to G; under any initial
distribution of (£(0), J(0)). Thus, we can define the change
of measure

dp()
G
Under P(Y), ¢ is still a MAP with matrix exponent F():
FO(z) = (diag(vi(y)) " [F (= + ) = w(7)1d] diag(v;(7)).

Given the MAP ¢ with probabilities PP, ;, the dual process of
¢ is a MAP with probabilities P, ; and with matrix exponent:

F(z) = diag(¢1(~2), ..., ¥n(=2)) + Q0 G(=2)",

where @ has entries given by §; ; = m;q; (7))L, i,j € E.

1.3 Lamperti transformation

Recently in [1] it is established that for any rssMp there is
a MAP (¢,J) in R x {—1,1} such that under P, x # 0, the
process X can be represented as

X = exp {€(r(8) } I (r (1)),

() = inf {3 >0 JOS exp {ag(u)}du > t} |

and (£(0), J(0)) = (log z, [x]), with [z] the sign function.

1.4 Excursion measure

Let D be the space of cadlag paths defined on [0, o) with
values in R, and endowed with the Skorohod topology. Let
(F¢)i=0 be the natural filtration generated by the canonical
process X.

t =0,

where

We say that a o-finite measure on (D, ) having infinite
mass is an excursion measure compatible with (X, P) if the
following are satisfied:

1.n Is carried by
{weD: Thw) >0, Xt (w) =0,Vt = Ty};

2. for every bounded F,-measurable H and each ¢t > 0,
A e .7:75

n(H ot Ani{t <Tp}) =n(Ex,(H),An{t <Tp}),
where 6; denotes the shift operator,
3.n(1 —el?) < 0.

We say that n is self-similar if it has the following scaling
property: there exists a v € (0,1) such that for all « > 0,
holds

Homn = a'%n,

where the measure H,n is the image of n under the ma-
pping H, : D — D, defined by H,(w)(t) = aw(a™%t), t = 0.

The parameter ~ is called the index of self-similarity of n

Crameér’s condition. There exists z; > 0, such that F(z) is
well defined on (0, zg) and there exists 6 € (0, zp), such that
k(6) = 0. The value @ is called the Crameér number.

Set P* .= PY), with ¢ satisfying the Cramér’s condition. De-
note by P its dual. Let I be the functional exponential of
the MAP ¢:
Q0
. J explag (1) }dt.

0

It can be shown that any rssMp for which O is a regular and
recurrent state either leaves 0 continuously or by a jump.

Theorem 1. Let (X, P) be a rssMP with index « > 0, which
hits its cemetery point 0 in a finite time P-a.s. Let ((£,J),P)
be the MAP associated with (X, P) via the Lamperti’s trans-
formation. Then the following conditions are equivalent:

(i) there exist a Cramer number 6 € (0, «);

(ii) there exist a recurrent extension of (X, P) that leaves 0
continuously and such that its associated excursion mea-
sure from 0, n, satisfies n(1 — e~10) = 1.

In this case, the recurrent extension in (ii) Is unique and the

entrance law associated with the excursion measure n Is,

for any f bounded measurable, given by

_ L _771 o ﬁ 0/a—1
 Cupt?le o (f (11/O‘> : )

where 0 satisfies the condition (i) and
— _ Mgt (70/a-1 f 0/a—1
Cop=T(1 (9/04)[ D (1 )+v 11@:_1 (1 )]

U1

n (f(Xt)vt < TO)

Furthermore, n is self-similar with index v = 6/ c.

Theorem 2. Let 5 € (0, «). The following are equivalent:

(i) k(B) <0
(i) E;(15/%) < o0, fori = —1, 1.

(iii) The process (X, T,) admits an extension X, that is a self-

similar recurrent Markov process, and leaves 0 by a jump
and whose associated excursion measure n” is such that

n’(Xo, e da) = b Ja| P+ Dd
1
where b o ﬁ,b 3 satisfy
1 Blay | 1—1 BJay _ 0
b&ﬁEl(I ) + boz,ﬁE_1<] ) F(l — ﬁ/&)

If one of these conditions hold then n” is self-similar with
index v = /.

Example 1. Let (X,P) be an a-stable process, a € (1,2).
The matrix exponent of ¢, the MAP associated with (X, P)
via Lamperti transformation, is

(_ Ma—2)I(1+ 2)
[ap —2)I'(1 —ap + 2)

[ —2)I'(1 + 2)
Fap)T(1 — ap)

[Na—2)I'(1+ 2)

F(z) =
[Mao—2)I'(1 + 2)

for Re(z) € (—1, «). Here the Cramér numberis § = o — 1.

Example 2. Let (X, P) be an a-stable process, a € (0,1).
Let ((&, J),P) be the MAP associated to (X, P) via the Lam-
perti transformation. It is well known that for o € (0,1),
(X, P) never reaches the point zero, then (£, J) drifts to-
wards to +o (see [2]). We consider the dual of ¢, ((¢, J),P),
which drifts to —oo. Thus, the rssMp associated with
((¢,J),P), via the Lamperti transformation, reaches the
point zero at finite time. The matrix exponent of ((¢, J),P)
IS given by

/_ MNa+ 2)(1—2)
[ap+ 2)I'(1 —ap — z)

[a+ 2)I'(1 - 2)
[(ap)l(1 = ap)

[Ma+ 2)'(1 - 2)

F(z) =

Mo+ 2)'(1 = 2)

for Re(z) € (—a, 1) and the Cramér number is § = 1 — «a.
Observe that condition in Theorem (1] (i) holds if and only if
« > 1/2. Thus, the recurrent extension that leaves 0 conti-
nuously exists whenever o > 1/2.

The aforementioned process can be considered as the a-
stable process conditioned to be continuously absorbed at
the origin (see [4] for more details).
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