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Abstract

In this paper we obtain necessary and sufficient conditions
for the existence of recurrent extensions of real self-similar
Markov processes. In doing so, we solve an old problem
originally posed by Lamperti for positive self-similar Markov
processes. We generalize Rivero’s and Fitzsimmons re-
sults [3, 6, 7] to the real-valued case. Our main result en-
sures that a real self-similar Markov process with a finite
hitting time of the point zero has a recurrent extension that
leaves 0 continuously if and only if the MAP associated, via
Lamperti transformation, satisfies the Cramér’s condition.

Based on a joint work [5] with J.C. Pardo, CIMAT and
Víctor Rivero, CIMAT.

1. Introduction

1.1 Real self-similar Markov processes
A real self-similar Markov process (rssMp for short) with
self-similarity index α ą 0 is a standard Markov process
X “ pXtqtě0 with probability laws P “ pPxqxPR which satis-
fies the following scaling property : for all c ą 0,

tpcXtc´αqtě0,Pxu
Law
“ tpXtqtě0,Pcxu, @x P R.

Let T0 be the first hitting time of zero for X, i.e.,

T0 “ inftt ą 0 : Xt “ 0u.

Assumption. The state 0 is recurrent, regular for itself and
will be considered as a cemetery point.

A standard process X̃ is called a recurrent extension of
pX,Pq if X̃ behaves as pX,Pq until T0 and the state zero
is a regular and recurrent state for pX̃,Pq.

1.2 Markov additive processes
Let E be a finite state space and pGtqtě0 a standard filtra-
tion. A càdlàg process pξ, Jq in R ˆ E with law P is called
Markov additive process (MAP for short) with respect to
pGtqtě0 if pJptqqtě0 is a continuous time Markov chain in E,
and the following property is satisfied, for any i P E, s, t ě 0:

given tJptq “ iu, the pair pξpt` sq ´ ξptq, Jpt` sqq
is independent of Gt, and has the same distribution

as pξpsq ´ ξp0q, Jpsqq given tJp0q “ iu.

We use the following notation:

Pz,ip¨q “ Pp¨|ξp0q “ z, Jp0q “ iq, z P R, i P E.

With the convention: Pi “ P0,i.

A characterization of a MAP is as follows: The pair pξ, Jq
is a MAP if and only if, for each i, j P E, there exist a se-
quence of iid Lévy processes pξni qně0, an a sequence of
iid random variables pUni,jqně0 independent of the chain J ,
such that σ0 “ 0 and pσnqně0 are the jump times of J , and
the process ξ has the following representation:

ξptq “ 1tną0upξσn´ ` U
n
Jpσn´q,Jpσnq

q ` ξnJpσnqpt´ σnq,

for t P rσn, σn`1q, n ě 0.

Assumption. J is an irreducible Markov chain with equili-
brium distribution π.

Let Q “ pqi,jqi,jPE be the rate matrix of the chain J . For
each i P E, let ψi be the Laplace exponent of the Lévy pro-
cess ξi. Let G be the matrix with entries Gijpzq “ ErezUijs
(with the convention that Uij “ 0 if qij “ 0, i ‰ j, and also
set Uii “ 0 for each i P E). Then, the matrix-valued function
F given by

F pzq “ diagpψ1pzq, . . . , ψNpzqq `Q ˝Gpzq,

for all z P C where the elements on the right are defined
and ˝ indicates the Hadamard multiplication, satisfies

E0,ire
zξptq; Jptq “ js “

`

eF pzqt
˘

ij, i, j P E,

for all z P C where one side of the equality is defined. The
matrix F is called the matrix exponent of the MAP ξ.

The matrix F pzq has a real simple eigenvalue κpzq, which
is smooth and convex on its domain and larger than the
real part of all its other eigenvalues. Furthermore, the co-
rresponding right-eigenvector vpzq may be chosen so that
vipzq ą 0 for every i P E, and normalised as πvpzq “ 1. This
allow us to construct the Wald martingale:

Mpt, γq “ eγξptq´κpγqt
vJptqpγq

vJp0qpγq
, t ě 0,

for some γ such that the right-hand side is defined. Mp¨, γq
is a unit-mean martingale with respect to Gt under any initial
distribution of pξp0q, Jp0qq. Thus, we can define the change
of measure

dPpγq

dP

∣∣∣∣∣
Gt
“Mpt, γq.

Under Ppγq, ξ is still a MAP with matrix exponent F pγq:

F pγqpzq “ pdiagpvipγqq
´1
rF pz ` γq ´ κpγqIds diagpvipγqq.

Given the MAP ξ with probabilities Pz,i, the dual process of
ξ is a MAP with probabilities P̂z,i and with matrix exponent:

F̂ pzq “ diagpψ1p´zq, . . . , ψNp´zqq ` Q̂ ˝Gp´zq
T ,

where Q̂ has entries given by q̂i,j “ πjqj,ipπiq
´1, i, j P E.

1.3 Lamperti transformation
Recently in [1] it is established that for any rssMp there is
a MAP pξ, Jq in R ˆ t´1, 1u such that under Px, x ‰ 0, the
process X can be represented as

Xt “ exp
!

ξpτptqq
)

Jpτptqq, t ě 0,

where

τptq “ inf

"

s ě 0 :

ż s

0
exp

!

αξpuq
)

du ě t

*

,

and pξp0q, Jp0qq “ plog x, rxsq, with rxs the sign function.

1.4 Excursion measure
Let D be the space of càdlàg paths defined on r0,8q with
values in R, and endowed with the Skorohod topology. Let
pFtqtě0 be the natural filtration generated by the canonical
process X.

We say that a σ-finite measure on pD,F8q having infinite
mass is an excursion measure compatible with pX,Pq if the
following are satisfied:
1. n is carried by

tω P D : T0pωq ą 0, Xtpωq “ 0, @ t ě T0u;

2. for every bounded F8-measurable H and each t ą 0,
Λ P Ft

npH ˝ θt,ΛX tt ă T0uq “ npEXt
pHq,ΛX tt ă T0uq,

where θt denotes the shift operator;
3. np1´ eT0q ă 8.

We say that n is self-similar if it has the following scaling
property: there exists a γ P p0, 1q such that for all a ą 0,
holds

Han “ aγαn,

where the measure Han is the image of n under the ma-
pping Ha : D Ñ D, defined by Hapωqptq “ aωpa´αtq, t ě 0.
The parameter γ is called the index of self-similarity of n.

2. Main results

Cramér’s condition. There exists z0 ą 0, such that F pzq is
well defined on p0, z0q and there exists θ P p0, z0q, such that
κpθq “ 0. The value θ is called the Cramér number.

Set P7 :“ Ppθq, with θ satisfying the Cramér’s condition. De-
note by P̂7 its dual. Let I be the functional exponential of
the MAP ξ:

I “

ż 8

0
exptαξptqudt.

It can be shown that any rssMp for which 0 is a regular and
recurrent state either leaves 0 continuously or by a jump.

Theorem 1. Let pX,Pq be a rssMP with index α ą 0, which
hits its cemetery point 0 in a finite time P-a.s. Let ppξ, Jq,Pq
be the MAP associated with pX,Pq via the Lamperti’s trans-
formation. Then the following conditions are equivalent:
(i) there exist a Cramér number θ P p0, αq;
(ii) there exist a recurrent extension of pX,Pq that leaves 0

continuously and such that its associated excursion mea-
sure from 0, n, satisfies np1´ e´T0q “ 1.

In this case, the recurrent extension in (ii) is unique and the
entrance law associated with the excursion measure n is,
for any f bounded measurable, given by

n pfpXtq, t ă T0q “
1

Cα,θt
θ{α

«

π1

v1
Ê71

˜

f

˜

t1{α

I1{α

¸

Iθ{α´1

¸

`
π´1

v´1
Ê7
´1

˜

f

˜

´
t1{α

I1{α

¸

Iθ{α´1

¸ff

,

where θ satisfies the condition (i) and

Cα,θ “ Γp1´ θ{αq

„

π1

v1
Ê71

´

Iθ{α´1
¯

`
π´1

v´1
Ê7
´1

´

Iθ{α´1
¯



.

Furthermore, n is self-similar with index γ “ θ{α.

Theorem 2. Let β P p0, αq. The following are equivalent:

(i) κpβq ă 0.

(ii) EipIβ{αq ă 8, for i “ ´1, 1.

(iii) The process pX,T0q admits an extension X̃, that is a self-
similar recurrent Markov process, and leaves 0 by a jump
and whose associated excursion measure nβ is such that

nβpX0` P dxq “ b
rxs
α,β|x|

pβ`1qdx

where b1α,β, b
´1
α,β satisfy

b1α,βE1pI
β{α
q ` b´1

α,βE´1pI
β{α
q “

β

Γp1´ β{αq
.

If one of these conditions hold then nβ is self-similar with
index γ “ β{α.

3. Examples

Example 1. Let pX,Pq be an α-stable process, α P p1, 2q.
The matrix exponent of ξ, the MAP associated with pX,Pq
via Lamperti transformation, is

F pzq “

¨

˚

˚

˚

˚

˝

´
Γpα ´ zqΓp1` zq

Γpαρ̂´ zqΓp1´ αρ̂` zq

Γpα ´ zqΓp1` zq

Γpαρ̂qΓp1´ αρ̂q

Γpα ´ zqΓp1` zq

ΓpαρqΓp1´ αρq
´

Γpα ´ zqΓp1` zq

Γpαρ´ zqΓp1´ αρ` zq

˛

‹

‹

‹

‹

‚

,

for Repzq P p´1, αq. Here the Cramér number is θ “ α ´ 1.

Example 2. Let pX,Pq be an α-stable process, α P p0, 1q.
Let ppξ, Jq,Pq be the MAP associated to pX,Pq via the Lam-
perti transformation. It is well known that for α P p0, 1q,
pX,Pq never reaches the point zero, then pξ, Jq drifts to-
wards to `8 (see [2]). We consider the dual of ξ, ppξ, Jq, P̂q,
which drifts to ´8. Thus, the rssMp associated with
ppξ, Jq, P̂q, via the Lamperti transformation, reaches the
point zero at finite time. The matrix exponent of ppξ, Jq, P̂q
is given by

F̂ pzq “

¨

˚

˚

˚

˚

˝

´
Γpα ` zqΓp1´ zq

Γpαρ̂` zqΓp1´ αρ̂´ zq

Γpα ` zqΓp1´ zq

Γpαρ̂qΓp1´ αρ̂q

Γpα ` zqΓp1´ zq

ΓpαρqΓp1´ αρq
´

Γpα ` zqΓp1´ zq

Γpαρ` zqΓp1´ αρ´ zq

˛

‹

‹

‹

‹

‚

,

for Repzq P p´α, 1q and the Cramér number is θ “ 1 ´ α.
Observe that condition in Theorem 1 (i) holds if and only if
α ą 1{2. Thus, the recurrent extension that leaves 0 conti-
nuously exists whenever α ą 1{2.

The aforementioned process can be considered as the α-
stable process conditioned to be continuously absorbed at
the origin (see [4] for more details).
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